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Ph.D. Summary
❖ Journey started in January 2016

❖ Exploring 3 broad problems associated with Scholarly Peer Review

➢ Document-Level Novelty Detection

➢ Finding Appropriateness of an Article to a Journal (Scope 

Detection)

➢ Quality Assessment of Articles (post-publication): at ORNL

➢ AI in the Peer Review pipeline

❖ So many interesting problems to explore !! But so difficult the data is ...

➢ To mine

➢ To obtain

➢ Too intelligent !!

❖ AWSAR Story: 

https://www.awsar-dst.in/assets/winner_article_2018/43_PhD.pdf

https://www.awsar-dst.in/assets/winner_article_2018/43_PhD.pdf


Why do we have the scholarly ecosystem?



NLP and IR for processing Scholarly Knowledge
1. Why do we want to mine scholarly knowledge?

- Manifestation of highest form of human intelligence

- Vast knowledge remain under-processed

- But texts are not simple: they are intelligent

2. Synergy:  Meta Science

Natural Language Processing Information Retrieval

Machine Learning Knowledge Discovery

Digital Libraries Scientometrics/Bibliometric Intelligence



AI for Peer Review: Mining Scholarly Data
Peer Review: the cornerstone of modern scientific progress. (Is it?)

What are the challenges of current peer review system?

❖ We are doing research in the 21st century with validating techniques of the 16th century

❖ Exponential Rise of Research Articles. Is Science making progress at an exponential rate?

❖ Time-consuming

❖ Biased

❖ How fragile our peer review system is?

❖ Predatory journals

❖ Ghost peer reviewers

❖ Bad quality of reviews

❖ Finding relevant prior knowledge

❖ Coercive citations



Motivation

❖ Exponential rise of redundant/duplicate information/documents across the web [Big Data]

❖ Redundancy at the semantic level (text reuse,rewrite,paraphrase, etc.) [NLP]

➢ Existing methods are lexical,IR-oriented,rule-based, operating at the sentence-level

❖ Plagiarism Detection at the semantic and pragmatic level [Curb predatory publishing]

❖ Assist the editors to efficiently identify out-of-Scope papers; speed up the peer review process - flag out irrelevant 

submissions [Desk Rejection]

❖ Assess the impact of an article post publication; research pervasiveness; research lineage; faster relevant literature 

discovery [Quality]

❖ An AI empowered to quest for new knowledge [Scientific Novelty]



Novelty Detection

Novel

Of all the passions that possess mankind, / The love of novelty most rules the mind; / In search of this, from realm to realm we roam, / 
Our fleets come fraught with every folly home.

-Shelby Foote

● Novelty: The search of new; eternal quest of the inquisitive mind



Textual Novelty Detection
❖ Novelty Mining: elicit new information from texts
❖ An IR task for long: retrieve novel sentences
❖ Document-Level Novelty Detection: A frontier less explored
❖ Properties (Ghosal et. al, 2018):

● Relevance
● Relativity
● Diversity
● Temporality

❖ Applications in diverse domains of information processing :
● Extractive text summarization
● News Tracking
● Predicting impact of scholarly articles

w.r.t. a set of seed documents 
called as the source or 
information already 
known/memory of the reader

TAP-DLND 1.0: A Corpus for Document Level Novelty Detection by Tirthankar Ghosal, Amitra Salam, Swati Tiwari, Asif Ekbal and Pushpak Bhattacharyya 
published as a full paper at LREC 2018 held at Miyazaki, Japan



Problem Definition
★ Categorize a document as novel or non-novel based on sufficient relevant new information
★ For e.g., :

○ d1 : Singapore is an island city-state located at the southern tip of the Malay Peninsula. It lies 137 kilometers north of the 
equator.

○ d2 : Singapore’s territory consists of one main island along with 62 other islets. The population in Singapore is 
approximately 5.6 million.

○ d3 : Singapore is a global commerce, finance and transport hub. Singapore has a tropical rainforest climate with no 
distinctive seasons, uniform temperature and pressure, high humidity, and abundant rainfall.

○ d4 : Singapore, an island city-state off southern Malaysia, lies one degree north of the equator. As of June 2017, the 
island’s population stood at 5.61 million. 

★ If we consider source as d1 and d2; d3 is novel, d4 is non-novel
★ We take a very objective and simplistic view considering only the new information content.

TAP-DLND 1.0: A Corpus for Document Level Novelty Detection by Tirthankar Ghosal, Amitra Salam, Swati Tiwari, Asif Ekbal and Pushpak Bhattacharyya 
published as a full paper at LREC 2018 held at Miyazaki, Japan



Document-Level Redundancy/Non-Novelty

❖ Non-Novel 
(https://www.uni-weimar.de/
en/media/chairs/computer-sc
ience-and-media/webis/corp
ora/corpus-webis-cpc-11/)

★ We investigate whether a deep network can be trained to perceive novelty at the document-level and also identify 
semantically redundant/non-novel documents



Investigation Line
Can we train a neural network to predict novelty scores along this line to reach as close as possible to the 
ground truth? Classify a document?

We decided to build a dataset manifesting the four general properties of novelty as we outline in (Ghosal 
et al. 2018) and the quantification as showed in the previous example.

➔ Relevance (source and target should be relevant; jaguar vs jaguar vs jaguar)
➔ Relativity (amount of NEWNESS?)
➔ Diversity (diverse information; not known previously)
➔ Temporality (novelty is usually a temporal update over existing knowledge)

TAP-DLND 1.0: A Corpus for Document Level Novelty Detection by Tirthankar Ghosal, Amitra Salam, Swati Tiwari, Asif Ekbal and Pushpak Bhattacharyya 
published as a full paper at LREC 2018 (H-Index: 56) held at Miyazaki, Japan



Dataset: TAP-DLND 1.0
❖ TAP-DLND 1.0 (Tirthankar-Asif-Pushpak Document-Level 

Novelty Detection Corpus)
➢ A balanced document-level novelty detection dataset
➢ Consists of events belonging to different categories
➢ Satisfying Relevance, Relativity, Diversity, 

Temporality criteria for Novelty
➢ 3 source documents per event; target documents are 

annotated against the information contained in the 
source documents

➢ Binary Classification: Novel or Non-Novel
➢ 2736 novel and 2704 non-novel documents
➢ Inter-annotator agreement is 0.82

TAP-DLND 1.0 Structure 

TAP-DLND 1.0: A Corpus for Document Level Novelty Detection by Tirthankar Ghosal, Amitra Salam, Swati Tiwari, Asif Ekbal and Pushpak Bhattacharyya 
published as a full paper at LREC 2018 (H-Index: 56) held at Miyazaki, Japan



Dataset: TAP-DLND 1.1

● Document-level annotations were much too 
subjective.

● Annotate at the sentence-level.
● We extend the dataset. Include 2000 more target 

documents.
● Sentence-Level annotations gave us a 

document-level novelty score.
● Average of all sentence scores

Dataset Characteristics Statistics

Event Categories 10

# Events 245

# Source documents/event 3

Total target documents 7536

Total sentences annotated 120,116

Avg sentences/document ~16

Avg words/document ~385

Inter-rater agreement (Kappa) 0.88

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Annotation Interface

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Annotation Labels

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Feature-Based Solution (Model-I)
1. Semantic Similarity 

(Doc2Vec+Cosine)
2. Concept Centrality 

(TextRank, word2vec 
average+cosine

3. N-grams Similarity 
(n=2,3,8)

4. Named Entities and 
Keywords Match

5. New Word Count 
6. Divergence (Language 

Model)

TAP-DLND 1.0: A Corpus for Document Level Novelty Detection by Tirthankar Ghosal, Amitra Salam, Swati Tiwari, Asif Ekbal and Pushpak Bhattacharyya 
published as a full paper at LREC 2018 (H-Index: 56) held at Miyazaki, Japan



Deep Learning: Architecture Description (Model-II)
❖ Premise Selection (Approximating Two-Stage Theory of Human Recall to 

select the appropriate source documents for a given target document)
➢ Phase-I: Search and Retrieval (Recall@10=0.93)
➢ Phase-II: Recognition (Recall@3=0.94)

❖ Source-Encapsulated Target Document Vector (SETDV)
➢ The nearest source sentence to one target sentence is selected via cosine similarity
➢ The selected source and target sentence is encapsulated as:

■ t | s | t-s | t*s
➢ The source encapsulated target sentence encodings are stacked to form the SETDV
➢ The SETDV is fed to a Convolutional Neural Network (CNN) for feature extraction followed 

by a dense layer and finally a ReLU to predict the novelty score.

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Proposed Model-II

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek 
Shukla, Asif Ekbal and Pushpak Bhattacharyya accepted as a full paper in the 37th International 
Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Rationale
❖ Our rationale behind the SETDV-CNN is: The operators: absolute element-wise difference and product would result in such a 

vector composition for non-novel sentences which would manifest ’closeness’ whereas for novel sentences would manifest 

’diversity’; the aggregation of which would aid in the interpretation of document level novelty or redundancy by a deep neural 

network. We chose CNN due to its inherent ability to automatically extract features from distinct representations. 

❖ Relevance criteria is inherently manifested within the datasets we work with.

❖ The proposed architecture looks for relative, diverse new information of a target with respect to corresponding 

sources and learns the notion of a novel or non-novel document.

❖ Learning of novel vs. non-novel patterns via the relative representation

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).

Novelty Goes Deep: A Deep Neural Approach Towards Document Level Novelty Detection by Tirthankar Ghosal, Vignesh Edithal, Asif Ekbal, Pushpak 
Bhattacharyya, Sameer Chivukula and Georgios Tsatsaronis accepted as a full paper in the 27th International Conference on Computational Linguistics 
(COLING 2018) held at Santa Fe, New-Mexico, USA (CORE rank A/H-Index: 43).



Proposed Model-II (SETDV-CNN)

❖ Intuition: A non-novel document would contain many redundant sentences. Hence cosine similarity 
will pull that particular source sentence which contributes more towards making the target sentence 
redundant. Hence a joint encoding of source+redundant sentence would be different from that of a 
source+novel sentence.

❖ Thus the SETDV of a non-novel document would be different from that of a novel document.
❖ A Convolutional Neural Network (CNN) is then trained with the SETDV of the target documents.
❖ Finally the CNN extracted features are fed to a affine layer followed by a ReLU layer for final score 

prediction.

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Results (Novelty-Score Prediction)

Our baselines also served as a means of our ablation study. Baseline 1→ Without SNLI training and SETDV, Baseline 
2→ Without SNLI pre-training of the sentence encoder, Baseline 3→ Without SETDV encapsulation

To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Analysis
❖ We could see from the scatter plot that our 

approach closely approximates the 
ground-truth.

❖ It is clear from the results, that our proposed 
DNN outperforms the existing methods and 
baselines.

❖ Also ablation study shows that, the 
importance of each of the components 
towards the predictive capability of the DNN 
architecture

Figure: Scatter plot for predicted vs actual score

To Comprehend the New: On Measuring the Freshness of a Document by 
Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural 
Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank 
A/H-Index: 41).



Deep Architecture (Model-III)

❖ Attention-based
❖ Order of less 

parameters than earlier 
models

❖ Efficient premise 
selection

❖ Leveraging natural 
language inference 
phenomena for novelty 
detection

Is Your Document Novel? Let Attention Guide You. An Attention-Based Model For Document Level Novelty Detection by Tirthankar Ghosal, Vignesh Edithal, Asif 
Ekbal and Pushpak Bhattacharyya provisionally accepted in Natural Language Engineering (NLE) Journal by Cambridge University Press, 2019



Results on APWSJ dataset
❖ On the APWSJ dataset. Except the proposed methods we take all other numbers from (Zhang et al., 

2002)  
❖ Mistake=100-Accuracy as is there in the original paper.

Measure Recall Precision Mistake

Set Distance 0.52 0.44 43.5%

Cosine Distance 0.62 0.63 28.1%

LM: Shrinkage 0.80 0.45 44.3%

LM: Dirichlet Prior 0.76 0.47 42.4%

LM: Mixed 0.56 0.67 27.4%

Proposed Method (RDV-CNN) 0.58 0.76 22.9%

Proposed Method (Dec_Attn) 0.86 0.92 7.8%

Novelty Goes Deep: A Deep Neural Approach 
Towards Document Level Novelty Detection 
by Tirthankar Ghosal, Vignesh Edithal, 
Asif Ekbal, Pushpak Bhattacharyya, 
Sameer Chivukula and Georgios 
Tsatsaronis accepted as a full paper in the 
27th International Conference on 
Computational Linguistics (COLING 
2018) held at Santa Fe, New-Mexico, USA 
(CORE rank A/H-Index: 35).

Is Your Document Novel? Let Attention Guide 
You. An Attention-Based Model For Document 
Level Novelty Detection by Tirthankar 
Ghosal, Vignesh Edithal, Asif Ekbal and 
Pushpak Bhattacharyya provisionally 
accepted in Natural Language Engineering 
(NLE) Journal by Cambridge University 
Press



Results on the Paraphrase Detection Task
❖ On the Webis-CPC-11 dataset
❖ Interest is on to detect the semantically redundant paraphrases: non-novelty

Evaluation System Description Precision Recall F-measure Accuracy

Baseline 1 Paragraph Vector+LR 0.72 0.58 0.64 66.94%

Baseline 2 BiLSTM+MLP 0.71 0.73 0.72 70.91%

Novelty Measure 1 Set Difference+LR (Zhang et al., 2002) 0.71 0.52 0.60 64.75%

Novelty Measure 2 Geometric Distance+LR (Zhang et al., 2002) 0.69 0.75 0.71 70.23%

Novelty Measure 3 Language Model (KLD) +LR (Zhang et al., 
2002)

0.74 0.77 0.75 74.34%

Novelty Measure 4 IDF+LR (Karkali et al., 2013) 0.65 0.55 0.59 61.72%

Proposed Approach RDV-CNN 0.75 0.84 0.80 78.02%

Novelty Goes Deep: A Deep Neural Approach Towards Document Level Novelty Detection by Tirthankar Ghosal, Vignesh Edithal, Asif Ekbal, Pushpak 
Bhattacharyya, Sameer Chivukula and Georgios Tsatsaronis accepted as a full paper in the 27th International Conference on Computational Linguistics 
(COLING 2018) held at Santa Fe, New-Mexico, USA (CORE rank A/H-Index: 43).



Results on TAP-DLND 1.0
Evaluation System Description P (N) R (N) F1 (N) P (NN) R (NN) F1 (NN) A (%)

Baseline 1 (without SNLI 
pre-training)

Paragraph Vector+LR 0.75 0.75 0.75 0.69 0.69 0.69 72.81

Baseline 2 (without RDV-CNN) BiLSTM+MLP 0.78 0.84 0.80 0.78 0.71 0.74 78.57

Novelty Measure 1 Set Difference+LR (Zhang et al., 2002) 0.74 0.71 0.72 0.72 0.74 0.73 73.21

Novelty Measure 1 Geometric Distance+LR (Zhang et al., 
2002)

0.65 0.84 0.73 0.84 0.55 0.66 69.84

Novelty Measure 1 LM:(KLD)+LR (Zhang et al., 2002) 0.73 0.74 0.74 0.74 0.72 0.73 73.62

Novelty Measure 1 IDF+LR (Karkali et al., 2013) 0.52 0.92 0.66 0.66 0.16 0.25 54.26

(Ghosal et al., 2018) Supervised Method (Feature-Based) 0.77 0.82 0.79 0.80 0.76 0.78 79.27

Proposed Approach RDV-CNN 0.86 0.87 0.86 0.84 0.83 0.83 84.53

Proposed Approach Decomposable Attention Based 0.85 0.85 0.85 0.89 0.89 0.89 87.4

Novelty Goes Deep: A Deep Neural 
Approach Towards Document Level 
Novelty Detection by Tirthankar 
Ghosal, Vignesh Edithal, Asif 
Ekbal, Pushpak Bhattacharyya, 
Sameer Chivukula and Georgios 
Tsatsaronis accepted as a full 
paper in the 27th International 
Conference on Computational 
Linguistics (COLING 2018) held 
at Santa Fe, New-Mexico, USA 
(CORE rank A/H-Index: 43).

Is Your Document Novel? Let 
Attention Guide You. An 
Attention-Based Model For Document 
Level Novelty Detection by Tirthankar 
Ghosal, Vignesh Edithal, Asif Ekbal 
and Pushpak Bhattacharyya 
provisionally accepted in Natural 
Language Engineering (NLE) 
Journal by Cambridge University 
Press



Editorial Pre-Screening (Desk Rejection)
● Survey of ~7000

○ ACCEPTED (ACC)
○ DESK-REJECTED (DREJ)
○ REJECTED-AFTER-REVIEW (RAR)

papers from 11  Elsevier Computer Science journals

● Study of corresponding Author-Editor-Reviewer Interactions
● Major Factors (DREJ):

○ Appropriateness/Scope
○ Quality
○ Novelty
○ Template Inconsistencies
○ Spelling, Language and Grammar

Investigating Impact Features in Editorial Pre-Screening of Research Papers by Tirthankar Ghosal, Rajeev Verma, Asif Ekbal, Sriparna Saha and Pushpak Bhattacharyya accepted as a 
Poster paper in the 18th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2018 held at Fort Worth, Texas, US from June 3-6, 2018 (CORE rank A*)

Exploring the Implications of Artificial Intelligence in Various Aspects of Scholarly Peer Review by Tirthankar Ghosal published at Doctoral Consortium of the 18th ACM/IEEE Joint 
Conference on Digital Libraries (JCDL) 2018 held at Fort Worth, Texas, US from June 3-6, 2018 (CORE rank A*), IEEE-TCDL



Task 2: Scope Detection

30

❖ AI assistance to editorial decisions
❖ Selection of an appropriate journal for a prospective manuscript
❖ Statistics reveal that about 25 - 50% of Desk rejections accounts for the article not being 

within the scope of the journal
❖ Considerable time is wasted in management jobs: Peer Review; Reduce the first 

turn-around time
❖ Current work : a machine learning based automated system to determine whether a 

submitted article falls into the scope of the journal

Investigating Impact Features in Editorial Pre-Screening of Research Papers by Tirthankar Ghosal, Rajeev Verma, Asif Ekbal, Sriparna Saha and Pushpak Bhattacharyya accepted as a 
Poster paper in the 18th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2018 held at Fort Worth, Texas, US from June 3-6, 2018 (CORE rank A*)

Exploring the Implications of Artificial Intelligence in Various Aspects of Scholarly Peer Review by Tirthankar Ghosal published at Doctoral Consortium of the 18th ACM/IEEE Joint 
Conference on Digital Libraries (JCDL) 2018 held at Fort Worth, Texas, US from June 3-6, 2018 (CORE rank A*), IEEE-TCDL



Scope Detection of Research Articles
❖ Having a universal definition of scope is hard. It varies across journals.
❖ Qualitatively we focus on the topics covered or domain of operation of the journal
❖ Problem framed as a binary classification problem in machine learning (IS : inscope / OS : 

outscope)
❖ Rejected data provided by a reputed publishing house (Elsevier)
❖ Extensive Feature Engineering to churn out reasons for Desk rejection from real data
❖ Start up idea : 

➢ “Bibliographic information plays a major role in determining scope of a scholarly article : If an article 
belongs to a certain domain then it is seen that majority of its references falls into that domain”

➢ When a certain portion of a scientific article cites an in-domain reference, the scope of that portion is 
influenced by the domain of that reference. That is to say, the latent domain of the cited reference exerts 
local influence on that portion of the scientific article.

31

Is the Paper Within Scope? Are You Fishing in the Right Pond? by Tirthankar Ghosal, Asif Ekbal, Sriparna Saha, Pushpak Bhattacharyya and Ravi Sonam 
published as short paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 held at University of Illinois Urbana-Champaign, US from June 
2-5, 2019 (CORE rank A*)



Features-based (Approach-I)

❖ Bibliographic Features (of a candidate article Y)
➢ Title Score

■ TY = ∑V(Ti) (i=1 to m ; m is the number of 
references in Y)

➢ Conference Score
■ CY = ∑V(Ci)  (i=1 to m ; m is the number of 

conference references in Y)
➢ Journal Score

■ JY = ∑V(Ji) (i=1 to m ; m is the number of 
journal references in Y)

❖ Author Journal Publication Frequency
❖ Keyword Overlap Score
❖ Distance from Cluster Boundary of similar articles

Is the Paper Within Scope? Are You Fishing in the Right Pond? by Tirthankar Ghosal, Asif Ekbal, Sriparna Saha, Pushpak Bhattacharyya and Ravi Sonam 
published as short paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 held at University of Illinois Urbana-Champaign, US from June 
2-5, 2019 (CORE rank A*)



Dataset Description

Dataset- I   [Elsevier Computer Science Journals] 

ARTINT, COMNET, JNCA, CSI, SIMPAT and STATPRO.

Dataset - II [Open Access]

For AI/ML: ICLR, AAAI, IJCAI and NeurIPS (~ 7600 papers)
For NLP: ACL, NAACL, COLING, and CoNLL (~6700 papers)

For CV: CVPR, ECCV, and ICCV (~6400 papers)  

Is the Paper Within Scope? Are You Fishing in the Right Pond? by Tirthankar Ghosal, Asif Ekbal, Sriparna Saha, Pushpak Bhattacharyya and Ravi Sonam 
published as short paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 held at University of Illinois Urbana-Champaign, US from June 
2-5, 2019 (CORE rank A*)



Approach II: Proposed Multimodal Deep Architecture 

A Deep Multimodal Investigation To Determine the Appropriateness of a Scholarly Submission  by Tirthankar Ghosal, Ashish Raj, Asif Ekbal, Sriparna Saha, and 
Pushpak Bhattacharyya accepted as full paper paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be held at University of Illinois 
Urbana-Champaign, US from June 2-5, 2019 (CORE rank A*)



Results on Dataset-I (Journals)

A Deep Multimodal Investigation To Determine the Appropriateness of a Scholarly Submission  by Tirthankar Ghosal, Ashish Raj, Asif Ekbal, Sriparna Saha, and 
Pushpak Bhattacharyya accepted as full paper paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be held at University of Illinois 
Urbana-Champaign, US from June 2-5, 2019 (CORE rank A*)



Results on Dataset-II (AI Conferences)

A Deep Multimodal Investigation To Determine the Appropriateness of a Scholarly Submission  by Tirthankar Ghosal, Ashish Raj, Asif Ekbal, Sriparna Saha, and 
Pushpak Bhattacharyya accepted as full paper paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be held at University of Illinois 
Urbana-Champaign, US from June 2-5, 2019 (CORE rank A*)

❖ How could we ascertain scope in 
similar domain? 

❖ Towards an AI-powered 
recommender considering all aspects 
of a paper





Augment Sentiment to Peer 
Review Texts to Predict 
Outcome

DeepSentiPeer: Harnessing Sentiment in Review Texts To Recommend Peer Review 
Decisions by Tirthankar Ghosal, Rajeev Verma, Asif Ekbal and Pushpak 
Bhattacharyya accepted as a full paper in the 57th Annual Meeting of the Association 
for Computational Linguistics (ACL) to be held at  Florence (Italy) from July 28th to 
August 2nd, 2019 (CORE Rank A*, H5 Index: 106).

❖ To predict the recommendation score and final 
decision from the interaction of reviews, paper, and 
reviewer sentiment

❖ ICLR 2017, 2018, 2019 papers
❖ Missing: Not all reviews are significant, interplay and 

correspondence between reviews and paper

https://www.aclweb.org/portal/
https://www.aclweb.org/portal/
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Bhattacharyya published in the proceedings of ICON 2017 at Jadavpur University, Kolkata, India
3. Sentiment analysis on (Bengali horoscope) corpus by Tirthankar Ghosal, Sajal Kanti Das and Saprativa Bhattacharjee published as a full paper in IEEE 
INDICON 2015 held at Jamia Milia Islamia University, New Delhi, India
4. Can your paper evade the editors axe? Towards an AI assisted peer review system by Tirthankar Ghosal, Rajeev Verma, Asif Ekbal, Sriparna Saha, 
Pushpak Bhattacharyya [https://arxiv.org/pdf/1802.01403.pdf]
5. Investigating Impact Features in Editorial Pre-Screening of Research Papers by Tirthankar Ghosal, Rajeev Verma, Asif Ekbal, Sriparna Saha and Pushpak 
Bhattacharyya accepted as a Poster paper in the 18th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2018 held at Fort Worth, Texas, US from June 3-6, 
2018 (CORE rank A*)
6. Exploring the Implications of Artificial Intelligence in Various Aspects of Scholarly Peer Review by Tirthankar Ghosal accepted in Doctoral Consortium of the 
18th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2018 held at Fort Worth, Texas, US from June 3-6, 2018 (CORE rank A*)
7. Investigating Domain Features For Scope Detection and Classification of Scientific Articles by Tirthankar Ghosal, Ravi Sonam, Sriparna Saha, Asif Ekbal and 
Pushpak Bhattacharyya accepted as a full paper in the 7th International Workshop on Mining Scientific Publications (WOSP 2018) held in conjunction with LREC 
2018 at Miyazaki, Japan from May 7-11, 2018.
8. Novelty goes Deep: A Deep Neural Approach Towards Document Level Novelty Detection by Tirthankar Ghosal, Vignesh Edithal, Asif Ekbal, Pushpak 
Bhattacharyya, Sameer Chivukula and Georgios Tsatsaronis accepted as a full paper in the 27th International Conference on Computational Linguistics (COLING 
2018) held at Santa Fe, New-Mexico, USA (CORE rank A/H-Index: 41).
9. To Comprehend the New: On Measuring the Freshness of a Document by Tirthankar Ghosal, Abhishek Shukla, Asif Ekbal and Pushpak Bhattacharyya 
accepted as a full paper in the 37th International Joint Conference on Neural Networks (IJCNN 2019) to be held at Budapest, Hungary (CORE rank A/H-Index: 
31).

https://arxiv.org/pdf/1802.01403.pdf


Publications
10.  Is the Paper Within Scope? Are You Fishing in the Right Pond? by Tirthankar Ghosal, Asif Ekbal, Sriparna Saha, Pushpak Bhattacharyya and Ravi Sonam 
accepted as short paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be held at University of Illinois Urbana-Champaign, US from 
June 2-5, 2019 (CORE rank A*)
11. A Deep Multimodal Investigation To Determine the Appropriateness of a Scholarly Submission  by Tirthankar Ghosal, Ashish Raj, Asif Ekbal, Sriparna Saha, 
and Pushpak Bhattacharyya accepted as full paper paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be held at University of 
Illinois Urbana-Champaign, US from June 2-5, 2019 (CORE rank A*)
12. A Multiview Clustering Approach To Identify Out-of-Scope Submissions in Peer Review by Tirthankar Ghosal, Debomit Dey, Avik Dutta, Asif Ekbal, Sriparna 
Saha and Pushpak Bhattacharyya accepted as poster paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be held at University of 
Illinois Urbana-Champaign, US from June 2-5, 2019 (CORE rank A*)
13.  Incorporating Full Text and Bibliographic Features to Improve Scholarly Journal Recommendation by Tirthankar Ghosal, Ananya Chakraborty, Ravi Sonam, 
Asif Ekbal, Sriparna Saha and Pushpak Bhattacharyya accepted as poster paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be 
held at University of Illinois Urbana-Champaign, US from June 2-5, 2019 (CORE rank A*)
14. Is Your Document Novel? Let Attention Guide You. An Attention-Based Model For Document Level Novelty Detection by Tirthankar Ghosal, Vignesh Edithal, 
Asif Ekbal and Pushpak Bhattacharyya provisionally accepted in Natural Language Engineering (NLE) Journal by Cambridge University Press
15. A Sentiment Augmented Deep Architecture to Predict Peer Review Outcomes by Tirthankar Ghosal, Rajeev Verma, Asif Ekbal and Pushpak Bhattacharyya 
accepted as poster paper in the 19th ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2019 to be held at University of Illinois Urbana-Champaign, US 
from June 2-5, 2019 (CORE rank A*)
16. DeepSentiPeer: Harnessing Sentiment in Review Texts To Recommend Peer Review Decisions by Tirthankar Ghosal, Rajeev Verma, Asif Ekbal and Pushpak 
Bhattacharyya accepted as a full paper in the 57th Annual Meeting of the Association for Computational Linguistics (ACL) to be held at  Florence (Italy) from July 
28th to August 2nd, 2019 (CORE Rank A*, H5 Index: 106).

https://www.aclweb.org/portal/
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